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regard until I decided to step forward. As an advocate, for fairness and equal
opportunities, I decided to embark on a journey to uncover any biases
embedded within the algorithms powering our virtual classrooms.
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KÉLICIA MASSALA 
Kélicia Massala is graduate student in Information 
Technology Law (LLM) at the University of Montréal. 
Her interest lies in unraveling bias within AI systems 
and their impact on education. She's the driving 
force behind Girl Up Québec, advocating for gender 
equality, and was recognized with the Girl Up Project 
Award from the United Nations Foundation in 2022. 
Kélicia's efforts culminated in the annual Girl Up 
Quebec Festival, and on International Women's 
Day 2023, she partnered with Hershey Canada 
for a symbolic collaboration. She was part of the 
Olympes de la Parole 2023 team assessing high 
school projects. Through her article, Kélicia wants 
to illuminate a path toward a fairer AI-powered 
education future.

Introduction : 
Exploring the Impact of AI in Education

In an evolving world driven by technology, artificial 
intelligence (AI) is leading the way in bringing 
about changes. In the field of education, AI holds 
the potential to revolutionize learning by offering 
curricula data-driven insights and unparalleled 
access to knowledge. However, amid all the 
excitement surrounding these advancements, a 
significant concern arises : one that addresses the 
implications of AI presence in our educational 
landscape. This concern revolves around the 
possibility of biases within AI systems, which could 
undermine the promise of an inclusive education 
for everyone.

The emergence of AI has sparked a growing 
awareness regarding biases that permeate 
aspects of our lives from social media feeds 
to hiring processes. However, the realm of 
education has largely remained unexplored in 
this regard until I decided to step forward. As an 
advocate, for fairness and equal opportunities, 
I decided to embark on a journey to uncover 
any biases embedded within the algorithms 
powering our virtual classrooms.
Through an exploration of the influence of 
AI on education, let’s embark on a journey, 
towards uncovering the reality behind prejudice 
navigating territories, and ensuring that the 
educational landscape empowered by AI fosters 
inclusivity and fairness.[1]

Navigating Bias and Ensuring Fairness 
Equity Unveiled in the AI-Powered 
Educational Landscape



The Canvas  of  Bias  : 
Understanding the Algor ithmic  Landscape

Bias is a subtle influence that frequently emerges 

from the depths of ostensibly impartial systems.[1] 

In the realm of artificial intelligence, bias becomes 

tangible when the algorithms undergirding these systems 

unintentionally exhibit partiality or favoritism towards 

certain individuals or factions. This bias can originate from 

diverse origins, including historical biases, skewed training 

data, or the intrinsic constraints of machine learning 

models. In the absence of oversight, bias holds the capability 

to mold students' educational journeys, impacting the 

materials they access, the prospects they encounter, and the 

paths they pursue. [2]

Imagine an AI-powered platform for honing language 

skills. Should this platform primarily draw from texts of a 

specific demographic, it might involuntarily lean towards 

favoring students from that particular group, thereby 

putting others at an inherent disadvantage. [2] Likewise, 

an AI-generated history lesson might unknowingly 

perpetuate stereotypes by referencing sources tainted 

with historical biases. These occurrences not only 

obstruct the quest for knowledge but also reinforce 

existing inequalities among learners.

U n v e i l i n g  t h e  D i m e n s i o n s  o f  B i a s  i n
Educational  Content

The introduction of artificial intelligence (AI) into the 

realm of educational content generation comes with 

a dual nature. On one side, AI offers the possibility 

of transforming the creation and dissemination of 

educational materials. On the other, the information 

that feeds AI systems might contain concealed biases 

that find their way into the content they produce. [3] 

For instance, an AI-generated textbook on physics 

could unintentionally emphasize subjects that are 

more prominent in specific cultures, thereby sidelining 

others. These imbalances carry significant implications, 

leading to uneven knowledge distribution and potentially 

sustaining inequalities.

A case in point is Pearson, a prominent company in the 

field of educational publishing. In 2017, the company faced 

scrutiny due to gender bias detected in its automated 

essay scoring system.[3] This AI system displayed a bias 

against essays authored by women, consistently assigning 

higher scores to male writers. This striking instance 

underscores the vital significance of scrutinizing both 

the training data and algorithms utilized in educational 

evaluation tools, aiming to prevent the perpetuation of 

gender biases.

Likewise, the 2018 incident involving Amazon's AI-

powered recruitment tool underscores a vital lesson. 

Amazon's AI-driven system for recruiting exhibited 

a gender bias, systematically downgrading resumes 

containing terms associated with femininity or women. 

[3] This occurrence spotlights how AI algorithms can 

inadvertently inherit biases present in the data employed 

to train them, raising concerns about the potential bias in 

educational tools.

These real-world scenarios vividly highlight the 

necessity for a thorough and all-encompassing 

approach to crafting AI-driven educational tools that 

prioritize equity and inclusiveness.

Navigating the Labyr inth 
of  AI-Driven A ssessments

Evaluation forms the bedrock of the educational 

system, molding the approach to measuring knowledge 

and advancement. The infusion of AI technology into 

assessment mechanisms presents an alluring prospect of 

impartial appraisal and personalized input. Nevertheless, 

this prospect is accompanied by a distinct set of difficulties. 

Envision an AI-fueled examination supervision system 

that employs facial recognition. In situations where the 

system is predominantly trained on countenances from 

a specific ethnic cluster, it could encounter challenges 

in accurately recognizing individuals from divergent 

origins, ultimately yielding flawed results and fortifying 

the notion of "algorithmic bias".

Instances like the disparities found in standardized 

testing underscore the criticisms directed at AI-anchored 

evaluation platforms for perpetuating prejudices against 

particular racial and socioeconomic factions. To illustrate, 

an AI-based essay grading system might exhibit partiality 

toward essays employing language and cultural allusions 

more prevalent in specific demographic cohorts, thereby 

placing students from dissimilar backgrounds, who 

might not be as familiar with those cultural subtleties, 

at a disadvantage. [5] This incongruity in outcomes not 

only obstructs educational headway but also magnifies 

pre-existing inequalities.
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Mitigating Bias : 
Forging Pathways to Fairness and Inclusivity

As the spotlight shines on the potential biases ingrained 

within AI-powered educational tools, the imperative to 

address these biases becomes paramount. Recognizing 

the gravity of the situation, I believe in a multifaceted 

approach that ensures equitable access to education.

1. Inclusive and Representative Data : 
A Cornerstone of Equity
 

At the core of every artificial intelligence (AI) system, 

lies the foundation of its training data. In order to 

address inherent prejudices, it is crucial to gather and 

curate a variety of datasets that are representative 

and all-encompassing. This necessitates collaboration 

among educators, programmers, and invested parties. 

This combined effort can result in datasets that cover a 

wide spectrum of cultural, economic, and geographical 

viewpoints. [5] This strategy empowers AI to tap into 

a broader range of information, thus minimizing the 

possibility of propagating biases. Consequently, this 

creates a more comprehensive and equitable learning 

experience for all students.

To illustrate, let's consider the previously mentioned 

language learning platform. By integrating content from 

a multitude of sources that span various cultures and 

histories, the AI system becomes more adept at evaluating 

student writing without bias. This inclusive approach 

to data provides the AI with the ability to acknowledge 

and appreciate the linguistic diversity that enhances the 

educational domain.

2. The Luminescence of Transparent Algorithms

The principle of transparency plays a crucial role in 

upholding fairness. The lack of clarity surrounding 

AI algorithms can impede efforts to recognize and 

counteract biases. By improving the transparency 

and comprehensibility of these algorithms, 

individuals involved in education and software 

development can obtain a deeper understanding of 

how these systems operate. This transparency not 

only encourages responsibility but also empowers 

stakeholders to locate potential biases and correct 

them, ultimately strengthening confidence in AI-

driven educational resources.

Let's revisit the case of Pearson's gender bias. Imagine 

if the scoring algorithm used to evaluate essays had 

been designed with transparency in mind. Educators and 

researchers could have scrutinized the inner mechanisms 

of the algorithm, identifying the gender bias early on 

and implementing corrective measures. Transparency 

thus becomes a powerful tool in preventing biases from 

infiltrating educational tools.

3. Ongoing Vigilance : Monitoring and Auditing

The education process is dynamic and constantly 

evolving to address the evolving societal demands. In 

the same vein, it's imperative to continuously work 

towards identifying and minimizing biases in AI systems. 

Consistently examining AI tools to uncover hidden biases, 

along with making adaptive algorithmic refinements, is 

crucial to ensure these systems remain pertinent and 

equitable in an ever-shifting educational backdrop. By 

staying vigilant, we uphold the values of inclusiveness 

and fairness in the realm of education.

ÉTAT DES LIEUX SUR LA PÉNURIE D’ENSEIGNANTS AU QUÉBEC, SES CAUSES,  SES 
CONSÉQUENCES ET REGARD SUR DES PERSPECTIVES DE SOLUTIONS
DÉVELOPPEMENTS NUMÉRIQUES ACTUELS

En bref Dans un monde en évolution dominé par la technologie, l’intelligence artificielle (IA) ouvre la voie aux 

changements. Dans le domaine de l’éducation, l’IA a le potentiel de révolutionner l’apprentissage en offrant 

aux programmes des informations basées sur les données et un accès inégalé aux connaissances. Cependant, 

malgré l’enthousiasme suscité par ces avancées, une préoccupation majeure surgit : celle des implications de la 

présence de l’IA en éducation. Cette préoccupation tourne autour de la possibilité de biais au sein des systèmes 

d’IA, qui pourraient compromettre la promesse d’une éducation inclusive pour tous. L’émergence de l’IA a 

suscité une prise de conscience croissante des préjugés qui imprègnent certains aspects de nos vies. Quels sont 

les préjugés intégrés dans les algorithmes qui alimentent les classes ? Peut-on garantir que le système éducatif 

influencé par l’IA favorisera l’inclusion et l’équité ? 
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Envision a future where AI-driven assessment tools 

are subjected to regular evaluations, much like 

software updates. This proactive strategy empowers 

educators and developers to pinpoint and rectify 

biases that may arise due to changing societal norms 

or fresh insights into algorithmic impartiality. Through 

these assessments, AI can transform into a tool that 

harmonizes with the essence of education, rather than 

being a source of inequality.

4. The Kaleidoscope of Inclusive Development Teams

In the endeavor to combat bias, diverse development 

groups play a crucial role. By incorporating a wide range 

of perspectives, these teams can collectively analyze 

AI systems from multiple vantage points, guaranteeing 

the detection and resolution of possible sources of bias. 

Professionals from the fields of education, software 

development, ethics, and various cultural backgrounds 

come together to design AI systems that honor the 

diverse tapestry of human experiences.

Imagine an AI-powered tool for generating educational 

content, specifically crafting history lessons. In such a 

scenario, an inclusive development team comprising 

historians, educators, language experts, and cultural 

specialists collaborates harmoniously. Their aim is to 

ensure that the generated content presents a well-

rounded portrayal of historical events and contributions. 

This holistic approach actively counteracts the risk 

of biases stemming from imbalanced training data or 

historical sources.

5. Navigating Ethical Waters : The Role of Review Boards

To successfully navigate the intricate landscape of 

incorporating AI into education, the importance of 

maintaining ethical standards cannot be overstated. It 

is strongly advocated for educational establishments 

to institute dedicated panels focused on ethical 

considerations. [6] These panels assume a crucial role 

in evaluating the potential biases that AI tools might 

introduce. By meticulously examining algorithms and 

their effects on educational materials and evaluations, 

these entities offer invaluable insights and suggestions, 

aiming to guarantee that AI functions as a proponent of 

equity rather than an enforcer of inequality.

Imagine a future in which every educational institution 

boasts an ethical assessment panel functioning in close 

cooperation with educators, students, and AI experts. 

This panel not only evaluates the ramifications of 

AI tools on education but also actively fosters open 

dialogues concerning biases and their conceivable 

outcomes. This proactive involvement ensures that 

AI maintains alignment with the ethical principles 

underpinning education.

6. Harmonizing AI and Education : The Role of Educators

Within the realm of AI-driven education, educators 

assume a pivotal role such as conductors, orchestrating 

a symphony of transformation.[5] They serve as 

beacons of light, illuminating the route toward fair and 

unbiased education. Their wealth of knowledge, hands-

on familiarity, and adeptness are vital in molding AI 

applications to conform with educational ethics and the 

core values of inclusiveness. Through active involvement 

in the developmental stages, educators close the divide 

between technological advancement and impactful 

learning, guaranteeing that AI serves to enhance rather 

than warp the educational journey.
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Conclusion : A Future of Equitable Possibilities

 

As I traverse the uncharted terrain of AI's impact 

on education, I stand at a crossroads—a crossroads 

where the promise of technology intersects with the 

imperative for equity. The promise of personalized 

learning, data-driven insights, and revolutionary 

assessment tools is tempered by the stark realization 

that bias can easily infiltrate these systems, casting 

shadows of disparity.[6] However, armed with the 

knowledge and strategies to address these biases, we 

possess the tools to steer the trajectory of AI-powered 

education toward an equitable future.

The road ahead requires a huge collective commitment 

to fostering fairness and inclusivity. Through inclusive 

data, transparent algorithms, ongoing vigilance, diverse 

development teams, and ethical oversight, we forge an 

AI-powered educational landscape that transcends biases 

and offers every learner the opportunity to flourish. The 

potential of AI is immense, and its impact on education 

can be transformative. Through our collective efforts, let 

us ensure that this impact is one that fosters learning 

without boundaries, enabling a future where equity is not 

just a dream, but a reality for all.

My journey serves as a reminder that every line of code 

has the potential to shape minds, influence trajectories, 

and empower generations. By unraveling the complexities 

of bias within AI, we acknowledge the need to tread 

carefully as we step into this new era of education. The 

task at hand is not to dismantle the potential of AI but 

rather to harness it as a tool for education that propels 

us forward with the principles of fairness, inclusivity, and 

empathy as our guiding stars.

We stand ready to chart a course where AI-powered 

education becomes a symbol of equitable opportunity. 

This endeavor is not for the faint-hearted but rather a 

collaborative effort involving educators, developers, 

policymakers, and advocates. Together, we can ensure 

that the algorithms shaping our virtual classrooms reflect 

the values of education itself—a realm where diversity 

is celebrated, biases are confronted, and each student's 

potential is illuminated.

I believe in a future that isn't just a distant dream but a 

blank canvas eager to be filled and a symphony yet to be 

composed. As we wrap up this journey, let's always keep 

in mind that our pursuit of fairness continues. Let's delve 

into the world of AI in education, uncovering truths and 

shaping the path for future generations.
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