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#### Abstract

The class of positive definite and positive semidefinite matrices is one of the most frequently encountered matrix classes both in theory and practice. In statistics, these matrices appear mostly with symmetry. However, in complementarity problems generally symmetry in not necessarily an accompanying feature. Linear complementarity problems defined by positive semidefinite matrices have some interesting properties such as the solution sets are convex and can be processed by Lemke's algorithm as well as Graves' principal pivoting algorithm. It is known that the principal pivotal transforms (PPTs) (defined in the context of linear complementarity problem) of positive semidefinite matrices are all positive semidefinite. In this article, we introduce the concept of generalized PPTs and show that the generalized PPTs of a positive semidefinite matrix are also positive semidefinite. One of the important characterizations of $\boldsymbol{P}$-matrices (that is, the matrices with all principle minors positive) is that the corresponding linear complementarity problems have unique solutions. In this article, we introduce a linear transformation and characterize positive definite matrices as the matrices with corresponding semidefinite linear complementarity problem having unique solutions. Furthermore, we present some simplification procedure in solving a particular type of semidefinite linear complementarity problems involving positive definite matrices.
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## 1. Introduction

A matrix $A \in \boldsymbol{R}^{n \times n}$ is said to be positive definite (positive semidefinite) if the quadratic form $x^{t} A x$ is positive (nonnegative) for every nonzero $x \in \boldsymbol{R}^{n}$. The class of positive definite matrices is one of the most frequently encountered matrix classes both in theory and practice. The variance-covariance matrices encountered in Statistics are mostly symmetric positive definite and seldom positive semidefinite. However, unlike in many statistical applications, symmetry of the positive definite
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or semidefinite matrices is not an accompanying feature always. In linear complementarity problem (LCP) positive definiteness and positive semidefiniteness of matrices is defined without symmetry. Many characterizations of symmetric positive definite and semidefinite matrices are known. However, no direct results are known to be available on the characterization of positive definite and semidefinite matrices without going into symmetrization.

A number of matrix classes have been evolved while studying LCP. The class of $\boldsymbol{P}$-matrices (that is, real square matrices with all principal minors positive) is characterized in terms of LCP. This characterization says that a matrix $A$ is a $\boldsymbol{P}$-matrix if, and only if, LCP $(q, A)$ has a unique solution for every $q$ [13]. In the
context of LCPs with positive semidefinite matrices, it is known that solution sets of such problems are convex; and the problems can be processed by Lemke's algorithm as well as Graves' principal pivoting algorithm (see [2]). Furthermore, the principal pivotal transforms (PPTs) of a matrix defined in LCP are positive semidefinite provided the matrix is so. PPTs are defined only with respect to the nonsingular principal submatrices. In this article we introduce the concept of generalized PPTs using the Moore-Penrose inverse [11, 12] and show that even the generalized PPTs of positive semidefinite matrices are positive semidefinite. As a corollary to this result we deduce that the generalized Schur complement of a positive semidefinite matrix is also positive semidefinite.

An interesting result of this article is that we obtain a characterization of positive definite matrices that is similar to the one for $\boldsymbol{P}$-matrices. This characterization says that a matrix $A$ is positive definite if, and only if, the solution to semidefinite linear complementarity problem $S D L C P\left(Q, A X A^{t}\right)$ has unique solution for every $Q$. The semidefinite linear complementarity problem (SDLCP) was introduced by Kojima, Shindoh and Hara as a unified model of various problems. LCP is a special case of SDLCP and many system and control theory problems as well as combinatorial optimization problems can be formulated as SDLCP (see [2, 4, 3, 8]).

Gowda and Song [6] extended a number of LCP concepts such as $\boldsymbol{R}_{0}$-property, $\boldsymbol{Q}$-property, $\boldsymbol{P}$-property and so on to SDLCP and studied their properties. In particular, they consider the Lyaponov transformation $L_{A}(X)=A X+X A^{t}$ and show that for this transformation, the $\boldsymbol{P}$-property and the $\boldsymbol{Q}$-property are equivalent to $A$ being positive stable (that is, the real parts of eigen values of $A$ are positive). Later Gowda and Parthasarathy [5] gave a characterization of positive stable matrices and deduced Stein's theorem using complementarity formulations. In this article we consider the linear transformation $L_{A}(X)=A X A^{t}$ and show that positive definiteness of $A$ is equivalent to several properties of the SDLCP with respect to this linear transformation. In this context we also present some related results pertaining to the SDLCP with the proposed transformation. In addition, we present a closed form solution to the SDLCP with respect to the transformation $A X A^{t}$ where $A$ is any $2 \times 2$ positive definite matrix. For the general case on the order of $A$, we provide a simplification procedure.

The organization of this paper is as follows. In Section 2 we introduce the notation and the necessary pre-
liminaries. In Section 3 we present the results related to LCP and some properties of positive semidefinite matrices. In Section 4 we present the results on positive definite matrices and the SDLCP with respect to the linear transformation $A X A^{t}$.

## 2. Notation and Preliminaries

Given a matrix $A \in \boldsymbol{R}^{n \times n}$ and $q \in \boldsymbol{R}^{n}$ the Linear Complementarity Problem (LCP) $(q, A)$ is to find a vector $z \in \boldsymbol{R}^{n}$ such that

$$
\begin{equation*}
A z+q \geq 0, \quad z \geq 0 \text { and } z^{t}(A z+q)=0 \tag{1}
\end{equation*}
$$

The reader may refer [2,9] for a detailed account of LCP and its applications. We shall use the notation $S(q, A)$ to denote the set of solutions to $(q, A)$. A number of matrix classes have been evolved while studying LCP. We shall recall the definitions of some classes relevant to this article. The class of $Q$-matrices consists of all those matrices $A$ for which $S(q, A)$ is nonempty for every $q$. Unless stated otherwise all the matrices in this paper are to be treated as real square matrices and all vectors as real vectors. A matrix $A$ is said to be positive definite (positive semidefinite) if the quadratic form $x^{t} A x$ is positive (nonnegative) for every nonzero vector $x$ of appropriate order. The class of $\boldsymbol{P}$-matrices includes all matrices whose principal minors are all positive. It is a well known fact that the positive definite matrices are in $\boldsymbol{P}$ and the principal minors of any positive semidefinite matrix are all nonnegative.

The principal pivotal transform (PPT) of any matrix $A$ with respect to a nonsingular principal submatrix $A_{\alpha \alpha}$ of $A$ is defined as the matrix $M$ where
$M_{\alpha \alpha}=\left(A_{\alpha \alpha}\right)^{-1}$,
$M_{\alpha \bar{\alpha}}=-M_{\alpha \alpha} A_{\alpha \bar{\alpha}}$,
$M_{\bar{\alpha} \alpha}=A_{\bar{\alpha} \alpha} M_{\alpha \alpha}$,
$M_{\bar{\alpha} \bar{\alpha}}=A_{\bar{\alpha} \bar{\alpha}}-M_{\bar{\alpha} \alpha} A_{\alpha \bar{\alpha}}$.
Here $\alpha$ stands for an index set and $\bar{\alpha}$ for its complement. It may be verified that the PPT of $M$ with respect to $\alpha$ is $A$ itself. For the notation see [2]. PPTs play an important role in LCP and have very interesting properties. Many properties are closed under PPTs. For example, if $A$ is a $\boldsymbol{P}$-matrix, then all its PPTs are also $\boldsymbol{P}$-matrices. This result holds good for positive definite, positive semidefinite and $\boldsymbol{Q}$-matrices as well. For more elaborate discussion and results on PPTs refer to [2, 9]. It must be noted that PPTs are defined only with respect to the nonsingular principal submatrices of the given
matrix. In this article we define PPTs even with respect to any singular principal submatrix using its MoorePenrose generalized inverse which is defined as follows. Definition 1. A matrix $B$ is called the Moore-Penrose inverse of a matrix $A$ provided the following four conditions are satisfied:
(i) $A B A=A$
(ii) $B A B=B$
(iii) $(A B)^{t}=A B$
(iv) $(B A)^{t}=B A$.

The Moore-Penrose inverse of $A$ is denoted by $A^{+}$. Moore-Penrose inverse exists and is unique. Furthermore, the Moore-Penrose inverse of Moore-Penrose inverse is the original matrix, that is, $\left(A^{+}\right)^{+}=A$ (see [11]). In Section 3 we will show that Moore-Penrose inverse of any positive semidefinite matrix is also positive semidefinite.

We now present the semidefinite linear complementarity problem (SDLCP). Let $\mathcal{S}^{n}$ denote the class of real symmetric matrices of order $n$. For any matrix $X$, not necessarily symmetric, we use the notation $X \succ$ $0(X \succeq 0)$ to indicate that $X$ is positive definite (positive semidefinite). Given any linear transformation $L$ from $\mathcal{S}^{n}$ to $\mathcal{S}^{n}$ and a $Q \in \mathcal{S}^{n}$, the SDLCP is to find an $X \in \mathcal{S}^{n}$ such that

$$
\begin{equation*}
Y=L(X)+Q \succeq 0, \quad X \succeq 0, \text { and } X Y=0 \tag{2}
\end{equation*}
$$

We shall denote this problem by $\operatorname{SDLCP}(Q, L)$. In the above equation, $X$ is called a solution of $S D L C P(Q, L)$. In connection with the SDLCP we need the following preliminaries.

Let $A, B \in \boldsymbol{R}^{n \times n}$ be any arbitrary matrices. Then
(1) trace of $A$ is defined as the sum of its diagonal entries and is denoted by $\operatorname{tr}(A)$;
(2) $\operatorname{tr}(A B)=\operatorname{tr}(B A)$;
(3) $A$ is said to be orthogonal if $A A^{t}=A^{t} A=I$, the identity matrix;
(4) if $A$ is symmetric matrix, then there exists an orthogonal matrix $P$ such that $P A P^{t}$ is a diagonal matrix with real entries;
(5) if $A$ and $B$ commute (that is, $A B=B A$ ), then there exists an orthogonal matrix $P$ such that $P A P^{t}$ and $P B P^{t}$ are real diagonal matrices;
(6) if $A$ is positive definite (positive semidefinite), then $\operatorname{tr}(A)>0, \quad(\operatorname{tr}(A) \geq 0)$;
(7) if $A$ is symmetric positive semidefinite, then $\operatorname{tr}(A)=0$ if, and only if, $A=0$;
(8) if $A$ and $B$ are symmetric positive semidefinite, then $\operatorname{tr}(A B)=0$ if, and only if, $A B=B A=0$.

## 3. LCP And Positive Semidefinite Matrices

In this section we introduce the concept of generalized PPTs and show that if a matrix is positive semidefinite, then so are its generalized PPTs. In addition, we present some characterizations of positive semidefinite matrices, not necessarily symmetric, and study other properties of these matrices.

In the previous section we defined the PPTs of a given matrix. In order to define the PPT of a matrix with respect to a principal submatrix, the principal submatrix must be nonsingular. Given a LCP, we can transform this problem into another LCP in which the data matrix is the PPT of the original matrix. The transformed LCP is equivalent to the original one in the sense that there is a one to one correspondence between the solutions of the new and original LCPs. However, in the case of singular principal submatrices, the concept of PPTs does not exist. It may be worth defining the PPTs with reference to the singular principal submatrices using their generalized inverses. Here we use the MoorePenrose inverse to define the PPTs as this leads us to some kind of equivalence of the LCPs under some special conditions (see Theorem 3). Let us first define the generalized PPT of a matrix with respect to any of its singular principal submatrices.
Definition 2. Let $A \in \boldsymbol{R}^{n \times n}$ and let $A_{\alpha \alpha}$ be a principal submatrix of $A$, not necessarily nonsingular. The generalized PPT (GPPT) of $A$ with respect to $A_{\alpha \alpha}$ is defined by

$$
\begin{aligned}
& M_{\alpha \alpha}=\left(A_{\alpha \alpha}\right)^{+} \\
& M_{\alpha \bar{\alpha}}=-M_{\alpha \alpha} A_{\alpha \bar{\alpha}} \\
& M_{\bar{\alpha} \alpha}=A_{\bar{\alpha} \alpha} M_{\alpha \alpha} \\
& M_{\bar{\alpha} \bar{\alpha}}=A_{\bar{\alpha} \bar{\alpha}}-M_{\bar{\alpha} \alpha} A_{\alpha \bar{\alpha}} .
\end{aligned}
$$

Since $\left(A_{\alpha \alpha}\right)^{+}$is unique, the GPPT is uniquely defined, and when $A_{\alpha \alpha}$ is nonsingular GPPT coincides with the usual PPT.

Earlier it was mentioned that PPT of PPT of a matrix with respect to the same index set is the matrix itself. But this is not the case with the GPPTs. The following theorem presents the conditions under which the GPPT of GPPT of matrix with respect to the same index set is the original matrix.
Theorem 3. Let $A \in \boldsymbol{R}^{n \times n}$ and let $M$ be its GPPT with respect to some index set $\alpha$. Let $B$ be the GPPT of $M$ with respect to $\alpha$. The necessary and sufficient conditions for $B$ to be equal to $A$ are given by
( $i$ ) column span of $A_{\alpha \bar{\alpha}}$ is contained in the column span of $A_{\alpha \alpha}$, and
(ii) row span of $A_{\bar{\alpha} \alpha}$ is contained in the row span of $A_{\alpha \alpha}$.
Proof. We have

$$
M=\left[\begin{array}{cc}
A_{\alpha \alpha}^{+} & -A_{\alpha \alpha}^{+} A_{\alpha \bar{\alpha}} \\
A_{\bar{\alpha} \alpha} A_{\alpha \alpha}^{+} & A_{\bar{\alpha} \bar{\alpha}}-A_{\bar{\alpha} \alpha} A_{\alpha \alpha}^{+} A_{\alpha \bar{\alpha}}
\end{array}\right]
$$

Using the fact $\left(A_{\alpha \alpha}^{+}\right)^{+}=A_{\alpha \alpha}$ it may be verified that

$$
B=\left[\begin{array}{cc}
A_{\alpha \alpha} & A_{\alpha \alpha} A_{\alpha \alpha}^{+} A_{\alpha \bar{\alpha}} \\
A_{\bar{\alpha} \alpha} A_{\alpha \alpha}^{+} A_{\alpha \alpha} & A_{\bar{\alpha} \bar{\alpha}}
\end{array}\right] .
$$

It is easy to check that for $A_{\alpha \alpha} A_{\alpha \alpha}^{+} A_{\alpha \bar{\alpha}}$ to be equal to $A_{\alpha \bar{\alpha}}$ a necessary and sufficient condition is that $A_{\alpha \bar{\alpha}}$ is contained in the column span of $A_{\alpha \alpha}$. Similarly, the necessary and sufficient condition for $A_{\bar{\alpha} \alpha} A_{\alpha \alpha}^{+} A_{\alpha \alpha}$ to be equal to $A_{\bar{\alpha} \alpha}$ is that the row span of $A_{\bar{\alpha} \alpha}$ is contained in the row span of $A_{\alpha \alpha}$.
Corollary 4. Let $A \in \boldsymbol{R}^{n \times n}$ and let $M$ be its GPPT with respect to some index set $\alpha$. Let $B$ be the GPPT of $M$ and let $C$ be the GPPT of $B$ with respect to $\alpha$. Then $C=M$.
Proof. Consider $B$ given in the proof of the theorem. It is clear that $A_{\alpha \alpha} A_{\alpha \alpha}^{+} A_{\alpha \bar{\alpha}}$ is contained in the column span of $A_{\alpha \alpha}$ and $A_{\bar{\alpha} \alpha} A_{\alpha \alpha}^{+} A_{\alpha \alpha}$ is contained in the row span of $A_{\alpha \alpha}$. It follows that $C=M$.

The conditions $(i)$ and (ii) of Theorem 3 automatically hold good when $A$ is a symmetric positive semidefinite matrix. This amounts to Albert's theorem [1] (also see Theorem 8.8.3, pp. 321 of [11]).

We shall now look at some results on positive semidefinite matrices. The following result is needed in the sequel.
Theorem 5. If $A$ is positive semidefinite, then it is range symmetric, that is, its column span and the row span are the same.
Proof. Suffices to show that for all $x \in \boldsymbol{R}^{n}, A x=0$ implies $A^{t} x=0$. Let $x \in \boldsymbol{R}^{n}$ be such that $A x=0$. Then

$$
\begin{equation*}
x^{t}\left(A+A^{t}\right) x=0 \tag{3}
\end{equation*}
$$

Since $A$ is positive semidefinite, $A+A^{t}$ is symmetric positive semidefinite and hence $A+A^{t}=C^{t} C$ for some matrix $C$. From (3) it follows that $x^{t} C^{t} C x=0$ which implies $C x=0$. This in turn implies $C^{t} C x=0$ or $\left(A+A^{t}\right) x=0$. Thus, we have $A^{t} x=-A x=0$.

Our next result is a characterization of positive semidefinite matrices.
Theorem 6. Let $A \in \boldsymbol{R}^{n \times n}$ with rank $r$. Then $A$ is positive semidefinite if, and only if, it can be expressed as $A=B T B^{t}$ where $B$ is a $n \times r$ semiorthogonal
matrix (that is, $B^{t} B=I$ ) and $T$ is a $r \times r$ nonsingular positive semidefinite matrix.
Proof. 'If part' is obvious. We shall prove the only if part. Let $r$ be the rank of $A$ and let $B$ be an $n \times r$ matrix whose columns form an orthonormal basis (i.e., $B^{t} B=I$ ) for the column span of $A$. This means there exists an $r \times n$ matrix $C$ such that $A=B C$. From Theorem 5, there also exists an $r \times n$ matrix $D$ such that $A^{t}=B D$. Hence, we have $B C=D^{t} B^{t}$. Since $B$ is of full column rank, we can write $C=G D^{t} B^{t}$ for some $r \times n$ matrix $G$. Let $T=G D^{t}$. Then $A=$ $B C=B T B^{t}$. Note that $r=\operatorname{rank}(A) \leq \operatorname{rank}(T)$. Since $T$ is an $r \times r$ matrix, it must be nonsingular. Thus, $A=B T B^{t}$ where $B^{t} B=I$ and $T$ is nonsingular. To complete the proof, we need to show that $T$ is positive semidefinite. But this immediately follows from the fact that $T=B^{t} A B$ and the hypothesis that $A$ is positive semidefinite.

Earlier we have mentioned that PPTs of positive semidefinite matrices are also positive semidefinite. We shall prove that this is true even with the GPPTs. First, we shall prove that the Moore-Penrose inverse of a positive semidefinite matrix is positive semidefinite.
Theorem 7. Let $A \in \boldsymbol{R}^{n \times n}$. The following hold:
(i) if $A$ is positive semidefinite with rank $r$, then there exist an $n \times r$ matrix $B$ and an $r \times r$ nonsingular matrix $T$ such that $B^{t} B=I, A=B T B^{t}$ and $A^{+}=$ $B T^{-1} B^{t}$,
(ii) $A$ is positive semidefinite if, and only if, $A^{+}$is so,
(iii) if $A$ is positive semidefinite, then $A$ and $A^{+}$commute, that is $A A^{+}=A^{+} A$.

## Proof.

(i): The existence of $B$ and $T$ satisfying the conditions was already established in Theorem 6. It can be checked that $B T^{-1} B^{t}$ is indeed equal to $A^{+}$. Thus, $A^{+}=B T^{-1} B^{t}$.
(ii): Follows from the fact that $T$ is positive semidefinite if, and only if, $T^{-1}$ is so.
(iii): This is a direct consequence of $(i)$ and $(i i)$.

We will now show that GPPT of any positive semidefinite matrix is also positive semidefinite.
Theorem 8. Let $A \in \boldsymbol{R}^{n \times n}$ be a positive semidefinite matrix and let $\alpha$ be an arbitrary index set. Then the GPPT $M$ of $A$ with respect to $A_{\alpha \alpha}$ is positive semidefinite.
Proof. Let $z$ be an arbitrary column vector in $\boldsymbol{R}^{n}$ and let $w=A z$. Premultiplying both sides of $w=A z$ with
$\left[\begin{array}{rr}-A_{\alpha \alpha}^{+} & 0 \\ -A_{\bar{\alpha} \alpha} A_{\alpha \alpha}^{+} & I_{\bar{\alpha} \bar{\alpha}}\end{array}\right]$ and rearranging the terms it can be shown that

$$
\left[\begin{array}{cc}
0 & A_{\alpha \alpha}^{+} A_{\alpha \alpha}  \tag{4}\\
I-A_{\bar{\alpha} \alpha}\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right)
\end{array}\right]\left[\begin{array}{c}
w_{\bar{\alpha}} \\
z_{\alpha}
\end{array}\right]=M\left[\begin{array}{c}
w_{\alpha} \\
z_{\bar{\alpha}}
\end{array}\right]
$$

Now premultiplying both sides of (4) with $\left[\begin{array}{c}w_{\alpha} \\ z_{\bar{\alpha}}\end{array}\right]^{t}$ and simplifying we get

$$
\begin{align*}
\left(w_{\alpha}^{t}, z_{\bar{\alpha}}^{t}\right) M\left[\begin{array}{c}
w_{\alpha} \\
z_{\bar{\alpha}}
\end{array}\right]= & z_{\bar{\alpha}}^{t} w_{\bar{\alpha}}+w_{\alpha}^{t} A_{\alpha \alpha}^{+} A_{\alpha \alpha} z_{\alpha} \\
& -z_{\bar{\alpha}}^{t} A_{\bar{\alpha} \alpha}\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right) z_{\alpha} \tag{5}
\end{align*}
$$

Now,

$$
\begin{aligned}
w_{\alpha}^{t} A_{\alpha \alpha}^{+} A_{\alpha \alpha} z_{\alpha}= & \left(z_{\alpha}^{t} A_{\alpha \alpha}^{t}+z_{\bar{\alpha}}^{t} A_{\alpha \bar{\alpha}}^{t}\right) A_{\alpha \alpha}^{+} A_{\alpha \alpha} z_{\alpha} \\
= & z_{\alpha}^{t} A_{\alpha \alpha}^{t} A_{\alpha \alpha}^{+} A_{\alpha \alpha} z_{\alpha} \\
& +z_{\bar{\alpha}}^{t} A_{\alpha \bar{\alpha}}^{t} A_{\alpha \alpha}^{+} A_{\alpha \alpha} z_{\alpha} \\
= & z_{\alpha}^{t} A_{\alpha \alpha}^{t} z_{\alpha}+z_{\bar{\alpha}}^{t} A_{\alpha \bar{\alpha}}^{t} A_{\alpha \alpha}^{+} A_{\alpha \alpha} z_{\alpha} \\
= & z_{\alpha}^{t} A_{\alpha \alpha} z_{\alpha}+z_{\bar{\alpha}}^{t} A_{\alpha \bar{\alpha}}^{t} A_{\alpha \alpha}^{+} A_{\alpha \alpha} z_{\alpha}
\end{aligned}
$$

Notice that the last equation holds because $A_{\alpha \alpha}^{t} A_{\alpha \alpha}^{+} A_{\alpha \alpha}=$ $A_{\alpha \alpha}^{t}$ as row span and column span of $A_{\alpha \alpha}$ are the same as $A_{\alpha \alpha}$ is positive semidefinite.

Now right hand side of (5) can be written as

$$
\begin{align*}
& z_{\bar{\alpha}}^{t} w_{\bar{\alpha}}+z_{\alpha}^{t} w_{\alpha}-z_{\bar{\alpha}}^{t} A_{\alpha \bar{\alpha}}^{t} z_{\alpha}+z_{\bar{\alpha}}^{t} A_{\alpha \bar{\alpha}}^{t} A_{\alpha \alpha}^{+} A_{\alpha \alpha} z_{\alpha} \\
& -z_{\bar{\alpha}}^{t} A_{\bar{\alpha} \alpha}\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right) z_{\alpha} \\
& =z^{t} A z-z_{\bar{\alpha}}^{t}\left(A_{\alpha \bar{\alpha}}^{t}+A_{\bar{\alpha} \alpha}\right)\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right) z_{\alpha} \\
& =z^{t} A z \geq 0 \tag{6}
\end{align*}
$$

(Notice that since $A$ is positive semidefinite, $A_{\alpha \bar{\alpha}}^{t}+$ $A_{\bar{\alpha} \alpha}=D\left(A_{\alpha \alpha}+A_{\alpha \alpha}^{t}\right)=R A_{\alpha \alpha}$ for some $D$ and $R$ as rank of $A_{\alpha \alpha}$ is equal to that of $A_{\alpha \alpha}^{t}$ ).

Thus

$$
\begin{align*}
& {\left[\begin{array}{c}
w_{\alpha} \\
z_{\bar{\alpha}}
\end{array}\right]^{t} M\left[\begin{array}{c}
w_{\alpha} \\
z_{\bar{\alpha}}
\end{array}\right]=z^{t} A z \forall z \in \boldsymbol{R}^{n}} \\
& \quad \text { and } w_{\alpha}=A_{\alpha \alpha} z_{\alpha}+A_{\alpha \bar{\alpha}} z_{\bar{\alpha}} \geq 0 . \tag{7}
\end{align*}
$$

Now, let $u$ be an arbitrary vector in $\boldsymbol{R}^{n}$. Since $\left[A_{\alpha \alpha} \quad: \quad\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right)\right]$ is of full row rank (this is because $A_{\alpha \alpha}^{t}\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right)=0$ and $\left.\operatorname{rank}\left(A_{\alpha \alpha}\right)+\operatorname{rank}\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right)=|\alpha|\right)$, there exist a $v, g \in \boldsymbol{R}^{|\alpha|}$ such that

$$
\begin{equation*}
u_{\alpha}-A_{\alpha \bar{\alpha}} u_{\bar{\alpha}}=A_{\alpha \alpha} v+\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right) g \tag{8}
\end{equation*}
$$

Taking $z_{\alpha}=v, z_{\bar{\alpha}}=u_{\bar{\alpha}}$ and rewriting (8), we get

$$
\begin{align*}
u_{\alpha} & =A_{\alpha \alpha} z_{\alpha}+A_{\alpha \bar{\alpha}} z_{\bar{\alpha}}+\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right) g \\
& =w_{\alpha}+\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right) g \tag{9}
\end{align*}
$$

Now,

$$
\begin{aligned}
u^{t} M u= & {\left[\begin{array}{l}
u_{\alpha} \\
z_{\bar{\alpha}}
\end{array}\right]^{t} M\left[\begin{array}{l}
u_{\alpha} \\
z_{\bar{\alpha}}
\end{array}\right] } \\
= & {\left[\begin{array}{c}
w_{\alpha}+\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right) g \\
z_{\bar{\alpha}}
\end{array}\right]^{t} \times } \\
& M\left[\begin{array}{c}
w_{\alpha}+\left(I-A_{\alpha \alpha}^{+} A_{\alpha \alpha}\right) g \\
z_{\bar{\alpha}}
\end{array}\right] \\
= & {\left[\begin{array}{c}
w_{\alpha} \\
z_{\bar{\alpha}}
\end{array}\right]^{t} M\left[\begin{array}{l}
w_{\alpha} \\
z_{\bar{\alpha}}
\end{array}\right] \geq 0 \text { from (7). } }
\end{aligned}
$$

As $u$ is any arbitrary vector, it follows that $M$ is positive semidefinite.

A number of papers have been written on Schur complements and their applications, particularly in the context of positive semidefinite matrices. For statistical applications and bibliography on Schur complements and its generalizations see [10, 14].
Corollary 9. Let $A \in \boldsymbol{R}^{n \times n}$ be positive semidefinite and let $\alpha$ be an arbitrary index set. The generalized Schur complement of $A$ with respect to $A_{\alpha \alpha}$ is positive semidefinite.

## 4. SDLCP and Positive Definite Matrices

In this section we study some properties of SDLCP with respect to a special linear map $L(X)=A X A^{t}$. Using this we present a characterization of positive definite matrices. We show that solving SDLCP with this special linear map in which $A$ is positive definite is reduced to solving a quadratic equation in matrices with a constraint. Under some special cases the quadratic equation reduces to linear equation.

Let $L: \mathcal{S}^{n} \rightarrow \mathcal{S}^{n}$ be a linear map and let $Q \in$ $\mathcal{S}^{n}$. Consider the problem $\operatorname{SDLCP}(Q, L)$. Gowda and Song [6] introduced the following concepts in SDLCP which are along the lines of similar concepts in LCP.
Definition 10. The map $L$ is said to be $\boldsymbol{R}_{\mathbf{0}}$ if $\operatorname{SDLCP}(0, L)$ has a unique solution; $L$ is said to be a $Q$-map if the $\operatorname{SDLCP}(Q, L)$ has a solution for every $Q \in \mathcal{S}^{n} ; L$ is said to have GUS property if $S D L C P(Q, L)$ has a unique solution for every $Q \in \mathcal{S}^{n}$.
Definition 11. $L$ is said to have $P$-property if the following implication holds for every $X \in \mathcal{S}^{n}$ :

$$
X \text { and } L(X) \text { commute, } X L(X) \preceq 0 \Rightarrow X=0 .
$$

$L$ is said to have $\boldsymbol{P}_{\mathbf{1}}$-property if the following implica-
tion holds for every $X \in \mathcal{S}^{n}$ :

$$
X L(X) \preceq 0 \Rightarrow X=0 .
$$

Notice that $\boldsymbol{P}_{\mathbf{1}}$-property implies $\boldsymbol{P}$-property. In the sequel we need the following result which can be deduced as a special case from Karamardian's result [7].
Theorem 12. If $L \in \boldsymbol{R}_{\mathbf{0}}$ and $\operatorname{SDLCP}(Q, L)$ has a unique solution for some positive definite matrix $Q \in$ $\mathcal{S}^{n}$, then $L$ is a $\boldsymbol{Q}$-map.

Let $A \in \boldsymbol{R}^{n \times n}$. We shall now study the various properties of the linear transformation $L_{A}: \mathcal{S}^{n} \rightarrow \mathcal{S}^{n}$ defined by

$$
\begin{equation*}
L_{A}(X)=A X A^{t}, \quad X \in \mathcal{S}^{n} \tag{10}
\end{equation*}
$$

Throughout this section we shall use the notation $L_{A}$ for the linear transformation defined in (10) induced by the matrix $A$. We shall call this transformation as multiplicative transformation.

First we shall present two propositions which show how SDLCPs with $L_{A}$ can be simplified.
Proposition 13. Let $A \in \boldsymbol{R}^{n \times n}$ and consider the $\operatorname{SDLCP}\left(Q, L_{A}\right), Q \in \mathcal{S}^{n}$. This problem can be reduced to another equivalent $S D L C P\left(D, L_{M}\right)$ where $D$ is a diagonal matrix and $M=P A P^{t}$ for some orthogonal matrix $P$.
Proof. Since $Q$ is a real symmetric matrix, its eigen values are real and there exists an orthogonal matrix $P$ such that $D=P Q P^{t}$ is a diagonal matrix. By premultiplying and post multiplying the equation $Y=A X A^{t}+Q$ with $P$ and $P^{t}$ respectively, we get

$$
\begin{align*}
P Y P^{t} & =P A P^{t} P X P^{t} P A^{t} P^{t}+P Q P^{t} \text { or } \\
W & =M Z M^{t}+D \tag{11}
\end{align*}
$$

where $M=P A P^{t}, W=P Y P^{t}$ and $Z=P X P^{t}$. Clearly, $W Z=Z W=0$ if, and only if, $X Y=$ $Y X=0$. Thus, the $S D L C P\left(Q, A X A^{t}\right)$ is equivalent to $S D L C P\left(D, M X M^{t}\right)$ in which $D$ is diagonal and $M=P A P^{t}$ for some orthogonal matrix $P$.
Proposition 14. Let $A \in \mathcal{S}^{n}$ and consider the $S D L C P\left(Q, L_{A}\right), Q \in \mathcal{S}^{n}$. This problem can be reduced to an equivalent $\operatorname{SDLCP}\left(H, L_{M}\right)$ in which $M$ is a real diagonal matrix.
Proof. Follows from the fact that, since $A$ is symmetric, there exists an orthogonal matrix $P$ such that $P A P^{t}$ is diagonal.

The following proposition states that if $L_{A}$ has $\boldsymbol{P}$ property or $\boldsymbol{Q}$-property, then $A$ must necessarily be nonsingular.

Proposition 15. Let $A \in \boldsymbol{R}^{n \times n}$ and consider $L_{A}$. If $L_{A}$ has either $\boldsymbol{P}$-property or $\boldsymbol{Q}$-property, then $A$ is nonsingular.
Proof. Assume $L_{A}$ has $\boldsymbol{P}$-property. Suppose $A$ is singular. Then there is an nonzero $x \in \boldsymbol{R}^{n}$ such that $A x=0$. Let $X=x x^{t}$. Then $X \neq 0$ and $A X=0$. Hence $X L_{A}(X)=L_{A}(X) X=0$. This violates the $\boldsymbol{P}$-property. It follows that $A$ is nonsingular.

Next assume that $L_{A}$ has $Q$-property. Let $X$ be a solution of $S D L C P\left(-I, L_{A}\right)$. Then it follows that $A X A^{t}=Y+I \succ 0$ for some $Y \succeq 0$. This in turn implies $A X A^{t} \succ 0$ and hence $A$ is nonsingular.

Gowda and Song [6] presented a number of equivalent conditions with respect to the Lyapunov transformation given by $L(X)=A X+X A^{t}$. In the following theorem we present a number of equivalent conditions with respect to $L_{A}$. Earlier it was mentioned that LCP provides a complete characterization of $\boldsymbol{P}$-matrices. It says that a matrix $A$ is a $\boldsymbol{P}$-matrix if, and only if, LCP $(q, A)$ has a unique solution for every $q$. The theorem below presents a similar characterization of positive definite matrices. It says that a matrix $A$ is positive definite if, and only if, $S D L C P\left(Q, L_{A}\right)$ has a unique solution for every $Q$. We need the following lemma in the sequel.
Lemma 16. Suppose $A$ is a symmetric positive semidefinite matrix. Then for any positive semidefinite matrix $B$ the $\operatorname{tr}(B A)$ is nonnegative.
Proof. Since $A$ is symmetric positive semidefinite, there exists a matrix $U$ such that $A=U U^{t}$. We have $\operatorname{tr}(B A)=\operatorname{tr}\left(B U U^{t}\right)=\operatorname{tr}\left(U^{t} B U\right)$. Since $B$ is positive semidefinite, so is $U^{t} B U$ and hence $\operatorname{tr}\left(U^{t} B U\right)$ is nonnegative. Thus, $\operatorname{tr}(B A)$ is nonnegative.
Theorem 17. Let $A \in \boldsymbol{R}^{n \times n}$. The following conditions are equivalent:
(i) $A$ is either positive definite or negative definite.
(ii) For every $Q \in \mathcal{S}^{n}, \operatorname{SDLCP}\left(Q, L_{A}\right)$ has at most one solution.
(iii) $L_{A}$ has GUS property.
(iv) $L_{A}$ has $\boldsymbol{P}$-property.
(v) $L_{A}$ is $\boldsymbol{R}_{\mathbf{0}}$.
(vi) $X A X=0$ implies $X=0$.

## Proof.

To show that ( $i$ ) implies (ii) we may assume that $A$ is positive definite. We can make this assumption without loss of generality as $L_{A}(X)=L_{-A}(X) \forall X$. Let $Q \in \mathcal{S}^{n}$. Suppose $X$ and $Z$ are two solutions of $\operatorname{SDLCP}\left(Q, L_{A}\right)$. We will show that $X=Z$. We have

$$
\begin{equation*}
Y=A X A^{t}+Q, X \succeq 0, Y \succeq 0, X Y=Y X=0 \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
W=A Z A^{t}+Q, Z \succeq 0, W \succeq 0, W Z=Z W=0 \tag{13}
\end{equation*}
$$

Subtracting (12) from (13), we get

$$
\begin{equation*}
W-Y=A(Z-X) A^{t} \tag{14}
\end{equation*}
$$

Postmultiplying (14) with $(Z-X)$ and $(Z+X)$ separately and using (12) and (13) we get

$$
\begin{equation*}
-W X-Y Z=A(Z-X) A^{t}(Z-X) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
W X-Y Z=A(Z-X) A^{t}(Z+X) \tag{16}
\end{equation*}
$$

Adding (15) and (16) we get

$$
\begin{equation*}
-Y Z=A(Z-X) A^{t} Z \tag{17}
\end{equation*}
$$

Premultiplying (17) with $(Z-X)$ and using $X Y=0$ we get

$$
\begin{equation*}
-Z Y Z=(Z-X) A(Z-X) A^{t} Z \tag{18}
\end{equation*}
$$

Postmultiplying (18) with $A$, we get

$$
\begin{equation*}
-Z Y Z A=(Z-X) A(Z-X) A^{t} Z A \tag{19}
\end{equation*}
$$

Observe that $Z Y Z$ and $A^{t} Z A$ are symmetric positive semidefinite matrices, and $A$ and $(Z-X) A(Z-X)$ are positive and positive semidefinite matrices respectively. Applying Lemma 16, we find that $\operatorname{tr}(-Z Y Z A) \leq 0$ and $\operatorname{tr}\left((Z-X) A(Z-X) A^{t} Z A\right) \geq 0$. Hence $\operatorname{tr}(Z Y Z A)=0$. This in turn implies $\operatorname{tr}(Z Y Z(A+$ $\left.\left.A^{t}\right)\right)=0$ and hence $Z Y Z\left(A+A^{t}\right)=0$. This implies $Z Y Z=0$ as $A$, and hence $\left(A+A^{t}\right)$, is positive definite. As $Y$ is symmetric positive semidefinite, it follows that $Y Z=0$. Similarly, we can show that $W X=0$. From (15) we conclude that $A(Z-X) A^{t}(Z-X)=0$. As $A$ is positive definite it follows that $Z-X=0$ and hence $Z=X$. Thus, $\operatorname{SDLCP}\left(Q, L_{A}\right)$ has at most one solution.

Since 0 is a solution of both $\operatorname{SDLCP}\left(0, L_{A}\right)$ and $S D L C P\left(I, L_{A}\right)$, from Theorem 12 it follows that (ii) implies (iii).

The implication of $(i v)$ from (iii) holds for any general linear map (see [6]). Implication of $(v)$ from (iv) is also obvious.

Next, assume, if possible, that (vi) does not hold. Then there must exist a nonzero vector $x \in \boldsymbol{R}^{n}$ such that $x^{t} A x=0$. Let $X=x x^{t}$. Clearly $X \succeq 0, A X A^{t} \succeq$

0 and $X A X A^{t}=0$. Note that $X \neq 0$ as $x \neq 0$. Thus $X$ is a nontrivial solution of $\operatorname{SDLCP}\left(0, L_{A}\right)$. This contradicts the hypothesis that $L_{A}$ is $\boldsymbol{R}_{\mathbf{0}}$. It follows that $(v)$ implies ( $v i$ ).

To complete the proof of the theorem we will show that $(v i)$ implies $(i)$. Assume that $(v i)$ holds and that $A$ is not negative definite. We will show that $A$ is positive definite. Assume that $A$ is not positive definite. As $A$ is not negative definite, there must exist vectors $x$ and $y$ in $\boldsymbol{R}^{n}$ such that $x^{t} A x<0$ and $y^{t} A y>0$. This in turn implies that a convex combination $z$ of $x$ and $y$ satisfies $z^{t} A z=0$. Clearly, $z \neq 0$. Letting $X=z z^{t}$, we obtain $X A X=0$ and $X \neq 0$. It follows that $(v i)$ implies $(i)$.

When $A$ is a positive definite matrix, the rank of any solution $X$ of $S D L C P\left(Q, L_{A}\right)$ must be equal to the number of negative eigen values of $Q$. This is elaborated in our next result.
Theorem 18. Let $A \in \boldsymbol{R}^{n \times n}$ be a positive definite matrix and let $X$ be a solution of $S D L C P\left(Q, L_{A}\right)$. Then rank of $X$ is equal to the number of negative eigen values of $Q$. Furthermore, the rank of $Y$ is equal to the number of positive eigen values of $Q$ where $Y=$ $A X A^{t}+Q$.
Proof. In view of Proposition 13, we may assume, without loss of generality, that $Q=\left[\begin{array}{rrr}\Delta_{1} & 0 & 0 \\ 0 & -\Delta_{2} & 0 \\ 0 & 0 & 0\end{array}\right]$ where $\Delta_{1}$ and $\Delta_{2}$ are positive diagonal matrices. Assume that $\Delta_{2}$ is an $s \times s$ matrix. Note that $s$ is the number of negative eigen values of $Q$. Let $X \in \mathcal{S}^{n}$ be a solution of $\operatorname{SDLCP}\left(Q, L_{A}\right)$. Let $Y=A X A^{t}+Q$. Assume that rank of $X$ is $r$. We can find an $n \times r$ matrix $U$ such that $X=U U^{t}$. Since $X Y X=0$ and since $U$ is an $n \times r$ matrix with rank $r$, it follows that $U^{t} A U U^{t} A^{t} U+U^{t} Q U=0$. Since $A$ is positive definite and $U$ is of rank $r$, it follows that $U^{t} A U U^{t} A^{t} U$ is positive definite and hence $-U^{t} Q U$ is positive definite. This implies $U_{2}^{t} \Delta_{2} U_{2}-U_{1}^{t} \Delta_{1} U_{1}$ is positive definite and hence $U_{2}^{t} \Delta_{2} U_{2}$ is positive definite. Since $U_{2}$ is an $s \times r$ matrix, it follows that $s \geq r$. On the other hand, to see that $s \leq r$, let $A_{2}$ be the submatrix of $A$ such that $A_{2} U U^{t} A_{2}^{t}$ is the principal submatrix of $Y=A U U^{t} A^{t}+Q$ corresponding to $-\Delta_{2}$ of $Q$. Since $Y$ is positive semidefinite, so is its principal submatrix $A_{2} U U^{t} A_{2}^{t}-\Delta_{2}$. As $\Delta_{2}$ is positive diagonal matrix, it follows that $A_{2} U U^{t} A_{2}^{t}$ is positive definite. This in turn implies rank of $A_{2} U U^{t} A_{2}^{t}(=s)$ is less than or equal to rank of $U U^{t}(=r)$. Therefore, rank of $X$ is equal to the number of negative eigen values of $Q$.

Let $T=-A^{-1} Q\left(A^{-1}\right)^{t}$. Observe that $X$ is a solution of $S D L C P\left(Q, L_{A}\right)$ if, and only if, $Y$ is a solution of $S D L C P\left(T, L_{A^{-1}}\right)$. Note that the number of negative eigen values of $T$ is equal to the number of positive eigen values of $Q$. From what we have shown above, it follows that rank of $Y$ is equal to the number of positive eigen values of $Q$.

In the rest of this paper we shall present some simplification procedure for solving SDLCP with $L_{A}$ where $A$ is positive definite. When the order of the matrix $A$ is $2 \times 2$, we have a closed form solution, and in the general case we reduce the problem to that of solving some quadratic equation. We need the following algebraic facts in the sequel.
Fact 1. If $A$ is positive definite and $U$ is a full column rank matrix such that $A U$ is defined, then $U^{t} A U$ is positive definite.
Fact 2. If $B$ is positive semidefinite and $A-B$ is positive definite, then $A$ is positive definite.
Fact 3. Let $B$ and $C$ be matrices of order $m \times n$ such that $B^{t} B=C^{t} C$. Then $B=P C$ for some orthogonal matrix $P$.
Consider $S D L C P\left(Q, L_{A}\right)$. In view of Proposition 13, we can assume, without loss of generality, that $Q=$ $\left[\begin{array}{rrr}\Delta_{1} & 0 & 0 \\ 0 & -\Delta_{2} & 0 \\ 0 & 0 & 0\end{array}\right]$ where $\Delta_{1}$ and $\Delta_{2}$ are positive diagonal matrices. Let $k$ be the order of $\Delta_{1}$ and $r$ be the order of $\Delta_{2}$. We have already noted that rank of $X$ is $r$. Let $X=U U^{t}$ be rank factorization of $X$ for some $n \times r$ matrix $U$ of rank $r$. Partition $U$ as $\left(U_{1}^{t}, U_{2}^{t}, U_{3}^{t}\right)^{t}$ where $U_{2}$ is of order $r \times r$. Since $A$ is positive definite and $U$ is of full column rank, $U^{t} A U$ is positive definite (Fact 1) and $U^{t} A U U^{t} A^{t} U$ is symmetric positive definite. Now,

$$
\begin{aligned}
U^{t} A U U^{t} A^{t} U & =U^{t} A X A^{t} U \\
& =-U^{t} Q U \\
& =U_{2}^{t} \Delta_{2} U_{2}-U_{1}^{t} \Delta_{1} U_{1} \text { is positive definite. }
\end{aligned}
$$

From Fact 2 it follows that $U_{2}$ is nonsingular and hence $U_{1}=T U_{2}$ for some $T$ of order $k \times r$. Thus $U^{t} A U U^{t} A^{t} U=U_{2}^{t}\left(\Delta_{2}-T^{t} \Delta_{1} T\right) U_{2}$ where $\Delta_{2}-T^{t} \Delta_{1} T$ is symmetric positive definite.
So, from Fact 3, it follows that $U^{t} A^{t} U=P\left(\Delta_{2}-\right.$ $\left.T^{t} \Delta_{1} T\right)^{\frac{1}{2}} U_{2}$ for some orthogonal matrix $P$.
Since $X A X A^{t}+X Q=0$, we have

$$
\begin{aligned}
U^{t} A U U^{t} A^{t} U & =-U^{t} Q \text { or } \\
\qquad A U U^{t} A^{t} U & =-Q U=\left[\begin{array}{c}
-\Delta_{1} U_{1} \\
\Delta_{2} U_{2} \\
0
\end{array}\right] .
\end{aligned}
$$

Hence

$$
A U=\left[\begin{array}{c}
-\Delta_{1} U_{1}  \tag{20}\\
\Delta_{2} U_{2} \\
0
\end{array}\right]\left(U^{t} A^{t} U\right)^{-1}
$$

Partitioning $A=\left[\begin{array}{lll}A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33}\end{array}\right]$ where $A_{11}$ and $A_{22}$ are of orders $k \times k$ and $r \times r$ respectively, we can deduce the following from (20):

$$
\begin{gather*}
U_{3}=-A_{33}^{-1}\left(A_{32}+A_{31} T\right) U_{2}  \tag{21}\\
U_{2}=-\left(M_{21} T+M_{22}\right)^{-1} \Delta_{2}\left(\Delta_{2}-T^{t} \Delta_{1} T\right)^{-\frac{1}{2}} P^{t} \tag{22}
\end{gather*}
$$

and

$$
\begin{equation*}
M_{11} T+M_{13}+T \Delta_{2}^{-1} M_{21} T+T \Delta_{2}^{-1} M_{22}=0 \tag{23}
\end{equation*}
$$

where $M$ is the PPT of $A$ with respect to $A_{33}$.
Once (23) is solved for $T$ subject to the condition that $\Delta_{2}-T^{t} \Delta_{1} T$ is positive definite, then we can directly compute $X$ without actually computing $P$. We shall now examine some special cases in which $Q$ is assumed to be nonsingular.
Case 1. $Q=\left[\begin{array}{rr}\Delta_{1} & 0 \\ 0 & -\Delta_{2}\end{array}\right]$ and $A_{12}=0$.
In this case we can deduce that $U_{1}^{t} A_{11} U_{1}=$ $-U_{1}^{t} \Delta_{1} U_{1}\left(U^{t} A^{t} U\right)^{-1}$ and using trace arguments, we can deduce that $U_{1}=0$. Further, $U_{2} U_{2}^{t}=A_{22}^{-1} \Delta_{2} A_{22}^{t}$. Therefore, $X=\left[\begin{array}{lr}0 & 0 \\ 0 & A_{22}^{-1} \Delta_{2} A_{22}^{t}\end{array}\right]$ is a solution in this case.
Case 2. $Q=\left[\begin{array}{rr}\Delta_{1} & 0 \\ 0 & -\Delta_{2}\end{array}\right]$ and $A_{21}=0$.
In this case, we can show that

$$
U_{2}=A_{22}^{-1} \Delta_{2}\left(\Delta_{2}-T^{t} \Delta_{1} T\right)^{-\frac{1}{2}} P^{t}
$$

where $P$ is an orthogonal matrix and $T$ is the unique solution of

$$
\Delta_{1}^{-1} A_{11} T+T \Delta_{2}^{-1} A_{22}=-\Delta_{1}^{-1} A_{12}
$$

In this case, we can compute $X$ using $U_{1}=T U_{2}$ (and without actually computing $P$ ).

When $A$ is of order $2 \times 2$ and $Q=\left[\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right]$, the solution to $S D L C P\left(Q, L_{A}\right)$ is given by

$$
X=\frac{\left(1-\theta^{2}\right)}{a_{11} \theta^{2}+a_{12} a_{21} \theta+a_{22}}\left[\begin{array}{cc}
\theta^{2} & \theta \\
\theta & 1
\end{array}\right]
$$

where

$$
\theta=\frac{-\left(a_{11}+a_{22}\right)+\sqrt{\left(a_{11}+a_{22}\right)^{2}-4 a_{12} a_{21}}}{2 a_{21}} .
$$
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